


CHANNEL CAPACITY

Mutual information =I(X;Y) = H(X) - H(X|Y)
= H(Y) – H(Y|X)
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C= max (I(X;Y)

capacity depends on input probabilities  because the  transition 
probabilites are fixed



CHANNEL CAPACITY

How fast can we transmit information over a communication 
channel?
Suppose a source sends r messages per second and the entropySuppose a source sends r messages per second, and the entropy 
of a message is H bits per message. The information rate is R = r H 
bits/second.

One can intuitively reason that, for a given communication system, 
as the
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information rate increases the number of errors per second will also 
increase.



SHANNON’S THEOREM:

A given communication system has a maximum rate of 
information C known as the channel capacity.
If the information rate R is less than C, then one canIf the information rate R is less than C, then one can 
approach arbitrarily small error probabilities by using 
intelligent coding techniques.
To get lower error probabilities the encoder has to workTo get lower error probabilities, the encoder has to work 
on longer blocks of signal data. This entails longer 
delays and higher computational requirements.
Thus, if R <= C then transmission may be accomplished 
without error in the presence of noise.
The negation of this theorem is also true: if R > C, then g ,
errors cannot be avoided regardless of the coding 
technique used.



SHANNON-HARTLEY THEOREM
















